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Introduction

Some of the main current trends are widespread digitiza-

tion and big data analysis, which causes the fastest growth

of transmitted information volume in history. According to

data of CISCO [1] for the period from 2015 to 2020 the

global IP traffic tripped from 72.5 to 194.3 exabytes (1018)
per month. The growth in the number of Internet users

and average data transmission speed also continues [2].
The main technology that makes it possible to meet the

permanent demand for the expansion of the throughput

capacity of the communication lines is a fiber coherent

optics.

Signal transmission along optic fiber is a dominant

technology in the market and occupies around 90% of all

wideband communication lines [3]. Such share became pos-

sible because of introduction of some technologies: coherent

detection demonstrated in the 80s of the 21st century [4],
DWDM — dense wavelength division multiplexing, and

EDFA — erbium doped fiber amplifier [5].

Initially in fiber optic lines (FOLs) the amplitude modu-

lation of laser radiation was used for information coding,

and direct detection was used for reception . Channel

speed in the commercial systems with direct modulation

reached 10Gbit/s (STM-64) in 1995 and 40Gbit/s (STM-

256) in 2002Ḣowever, the development of systems with the

direct modulation did not stop there, since the band width

of the amplitude-modulated signal approached the width of

the available spectral band in the frequency grid ITU-T.

It was necessary to increase the information capacity

of the signal, which was implemented by introduction

of amplitude-phase coding and coherent detection. The

principle of coherent reception consists in the fact that the

signal received along the line is mixed with the radiation

of the reference laser at nearby frequency. The differential

signal contains information both about amplitude and phase

of the information signal. However, such reception provides

not only the additional degrees of freedom, but increases re-

quirements to the quality of signal distortion compensation.

Some of such distortions are phase distortions caused by

the end width of the laser radiation line on the receiver and

the transmitter, and their frequency offset from each other.

Such distortions may be excluded, if one and the same

laser is used as a reference laser for transmission and

reception [6]. However, in such a case the laser signal should

pass the line close in length to the one that is passed by the

information signal, which is bad both from the point of view

of increasing the necessary number of fibers, and from the

point of view of the transmission distance. Therefore, prior

to demonstration of the digital methods for compensation

of the phase distortions of the laser [7], the coherent optical

communication has not practically developed.

Use of the digital signal processing (DSP) for compensa-

tion of distortions accumulated in the signal made it possible

to both use the coherent detection in practice [7], and to

use two orthogonal polarizations to transmit information, to

introduce complicated formats of modulation [8–10] and to

considerably increase both the volume of the transmitted

information and the transmission distance.

Intense research of coherent detection methods were

carried out in the 90s with the purpose to implement their

potential benefits in the sensitivity and speed of information

transmission, real-time commercial solutions appeared in

2000s [11].

Signal transmission along FOLs is accompanied with

linear and non-linear distortions of the signal arising to a
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certain extent in all components of FOLs. The main linear

distortions arising in the line are the following: chromatic

dispersion, polarization mode dispersion (PMD), polariza-
tion dependent losses, quick polarization rotation, noise of

amplified spontaneous emission (ASE), optical filtration,

unevenness of attenuation and gain spectra. Besides, there

are also distortions caused by a transmitter and a receiver,

such as timing mal-synchronization, frequency offset, phase

noises of the laser, and their amplitude-frequency response,

phase frequency response and quadrature-to-quadrature

delays. DSP is aimed at fighting against all the above

distortions, except for ASE noise, which in the channel band

is white and is summed up with the signal additively. The

main method to fight against ASE is using error control

coding (FEC — forward error correction). At error control
coding with redundancy of around 15−20% in the current

coherent receivers it becomes possible to reduce the share

of erroneous bits (BER — bit error ratio) from level ∼ 10−2

upstream FEC block to 10−15 downstream FEC block [12].
For the linear systems the objective of DSP may be

formalized as follows: let {an} — transmitted data;

Fs = 1/Ts — sampling rate of an analog-to-digital converter

(ADC); h(kTs) — full impulse response of the system,

including a shaping filter, a response of a transmitter, a

line and a receiver after an ADC; v(kTs) — sampled noise

of ASE; then the signal after ADC appears as

y k =
∑

n

anh(kTs − nT ) + v(kTs), (1)

where T — symbol period. Therefore, the objective

of DSP for the received sequence y k is to compensate the h
distortions so that the signal could be represented as

a ′
k = ak + v ′(kTs), (2)

where v ′ — additive white Gaussian noise of the same

intensity as the ASE noise.

This paper is dedicated to the linear DSP with coherent

detection of a signal with DP-QPSK modulation format.

The existing algorithms of digital processing were reviewed.

The DSP circuit was presented, making it possible to

compensate most linear distortions arising in the process

of signal transmission and reception. The circuit operability

was tested experimentally on the signal with symbol speed

of 31.6 GBd, which travelled the line with length of up

to 4000 km. Therefore, demodulation of 100G signal is

provided.

This paper consists of 3 sections. Section 1 is dedicated

to description of DSP structure and review of solutions

which may be used to compensate a certain distortion.

Section 2 provides the original implementation of the full

tract of digital processing with specification of the used

algorithms and their parameters. Validation of operation

of the proposed DSP circuit implemented on the actual line

with length of up to 4000 km is presented in Section 3. The

main results and conclusions of the work done are presented

in Section 3.

LO

90°

90°

PBS

PR

TIA ADC

TIA ADC

TIA ADC

TIA ADC

Figure 1. Coherent receiver diagram. PBS — polarization beam

splitter, LO — local oscillator, 90◦ — phase shift by 90◦, PR —
polarization rotator by 90◦, TIA — transimpedance amplifier,

ADC — analog-to-digital converter.

In the paper we will use the following agreements in the

equations:

• bold font and straight letters — column-vector, upper-

case letters — scalar values;

• for vectors the lowercase letters — time area, capital

letters — frequency area. The same letters mean the

same value in different domains;

• F [] — discrete Fourier transform (DFT), F−1[] —
inverse discrete Fourier transform (IDFT);

• × — matrix product;

• ⊛ — cyclic convolution;

• · — element by element multiplication for vectors.

1. DSP structure

An optical signal in a coherent receiver is divided into

two components by a polarization beam splitter, and each

of them is divided into two quadrature components using

90◦ hybrid. Four components of the optical signal are then

detected by differential photodetectors, and four electric

signals are sampled by ADC. Discrete samples from the

outputs of four ADCs arrive to the input of DSP, where

they are processed by blocks. The diagram of such receiver

is shown in Fig. 1.

1.1. Automatic gain control

The first block of DSP carries out automatic gain

control (AGC) to stabilize the average capacity of the

digitized signals.
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There are two main types of AGC: the first processes the

signal regardless of previously received samples [13], the

second takes into account the prehistory of the signal [14].
Let us consider one of the algorithms of the sec-

ond type — capacity assessment with partial summa-

tion (CAPS). The algorithm is classic from the point of

view of its reliance on the signal capacity, however its

implementation having high degree of parallelism is original

and according to our data has not been published previously.

The algorithm breaks the arriving signal into blocks of serial

samples, assessing the gain ratio for each block. A certain,

always the same, quantity of samples and the previous block

gain ratio arrive to the algorithm input. For each sample

that arrived to the block input, the instantaneous capacity is

assessed. Then the algorithm assesses the gain ratio for this

block, summing, by analogy with the geometric progression,

the previous gain ratio and assessed instantaneous capacities

multiplied by members of a certain geometric progression.

The signal samples are processed by the blocks, the size

of which determines the algorithm parallelism. A sequence

of 4-dimensional real-valued vectors xn, j are supplied to the

input, which represent samples from four channels of ADC,

where n — block number, j — serial number of the sample

in the block. Then the Nn, j signal capacity at this moment

of time may be assessed using equation

Nn, j =
xTn, j × xn, j

2
. (3)

The average Pn+1 capacity for n + 1th block is assessed

as

Pn+1 =
K
∑

j=1

αK− j Nn, j + Pnα
K , (4)

where K — number of samples in each block, and α — a

certain number from (0, 1) interval, interpretation of which

will be provided below. Sequentially expressing Pk via Pk−1

in equation (4) for k = n − 1, . . . 1, we obtain

Pn+1 =

nK
∑

k=1

αnK−k Nk , (5)

where Nk — capacity of k-th sample in the entire signal.

Equation (5) is an analog of the geometric progression.

From this equation it follows that the closer α is to one,

for the higher quantity of the previous blocks the average

capacity is taken into account, and vice versa, the closer α

is to zero, the fewer blocks contributed to the assessment of

the average signal capacity for this block.

The signal is normalized using the following equation

yn, j = G(α, n)xn, j , (6)

where the gain ratio G(α, n) for each block is defined as

follows

G(n, α) =

√

S(α)

Pn
, (7)

where S(α) = P0

1−α
— sum of the infinite decreasing geo-

metric progression with denominator α, and initial member

P0 = 1.

In the ideal case, when the capacity of all samples is the

same and is equal to one, the average capacity of each block,

with a rather high serial number, would be equal to S(α).
Therefore, if Pn > S(α), i. e. higher than the needed value,

then G(n, α) < 1 — decrease of the input signal value, and

vice versa, if Pn < S(α), then G(n, α) > 1.

The above algorithm has two advantages: the samples in

one block may be processed in parallel, and it is easy to

implement the integer-value analog of the CAPS algorithm.

Let us consider another AGC algorithm described in [15].

The gain ratio at this moment of time g(t) is specified by

equation

g(t) =
y(t)
x(t)

= exp

[

K
∫ t

0

(Y 2
re f − y2(t))dt

]

, (8)

where Yre f — a constant compliant with the target level,

x(t) — a signal, y(t) — a normalized signal, K = 1
2τ Y 2

re f
,

τ — a time interval, when the current capacity is assessed.

Then using (8) we obtain the discrete analog of this ratio

gk = exp(z k), (9)

where z k — integral value. Let us assess z k using trapezoid

rule with Ts pitch value equal to sampling period

z k = KTs

k−1
∑

n=0

(Y 2
re f − y2

n). (10)

Due to additivity of a certain integral, z k may be calculated

recurrently

z k = z k−1 + KTs
[

(Y 2
re f − y2(k − 1))

]

. (11)

Since the exponent factors are summed up with exponent

multiplication, gk may also be calculated recurrently

gk = gk−1 exp
[

KTs (Y
2
re f − y2

k−1)
]

. (12)

The above algorithm has two substantial disadvantages:

calculation of each element calculates the exponent, which

requires more resources, and the algorithm also normalizes

each sample sequentially, which substantially complicates its

paralleling.

Therefore, AGC is a critical block, without which the

operation of the following DSP blocks is not possible.

AGC algorithms processing the signal by blocks operate

faster compared to recursive algorithms, but at the same

time, as well as the recursive ones, take into account the

previously processed signal, which makes such algorithms

adaptive.

3∗ Technical Physics, 2024, Vol. 69, No. 6



836 T.O. Bazarov, M.A. Senko, L.A. Samodelkin, I.S. Khalko, I.N. Solomadin, O.E. Naniy, V.N. Treschikov

1.2. Chromatic dispersion (CD)

CD is a dependence of the effective group refraction in-

dex on the optical carrier frequency, which causes distortion

of the signal temporal shape [16]. In particular, optical

impulses corresponding to the transmitted symbols, expand

and overlap with the neighboring symbols. Since a telecom-

munication signal has bandwidth of several dozens GHz and

spreads along the fiber to hundreds of kilometers, the impact

of such distortion turns out to be substantial.

1.2.1. CD assessment methods

To compensate dispersion, it is necessary to first assess

its value. There are two essentially different approaches,

namely assessment using additional information and blind

assessment.

Most non-blind assessments are based on fractional

Fourier transform (FFT) [17], they differ only by the known

sequence used to assess CD. It may be a sequence with lin-

ear frequency modulation [18], a sequence of certain QPSK

transitions of the signal [19] or a sequence with constant

amplitude zero autocorrelation CAZAC [20]. Regardless of

the proposed sequence, all of these papers use FFT, then

the integral is calculated from the module of the fourth

degree of the signal after FFT, and, finally, depending on the

used sequence, the optimal value of the FFT order is found.

This optimal value is used to calculate the CD value. Let

us note several disadvantages of such approach, namely: the

need to measure the reference order of FFT at the known

dispersion; high computational complexity. For example, to

implement the method described in [18], a lengthy sequence

is required of 2048 known symbols. It is worth noting

the paper [21], the algorithm in which operates using the

principle similar to the method presented in [18], however,
it does not add a special signal, but uses the fact that the

signal with CD is chirped in the frequency area.

Most blind assessments are based on the preliminary

compensation of CD, the value of which is sorted until

a certain target function is optimized [22–26]. A target

function used is signal capacity [22,23], or a timing syn-

chronization error computed by different methods [24–26].
A disadvantage of blind methods is obviously the fact

that they are based on sorting. For example, we must

compensate dispersion 45000 ps/nm with accuracy of up

to 300 ps/nm, then in order to sort all values with such

pitch, ∼150 sorting iterations are required. The simplest

metric of compensation correctness is the convergence of

the entire system, therefore, in each of the iterations it is

necessary to compensate the chromatic dispersion and to

obtain the converging system at the correct value.

The blind assessment may also be performed by searching

for the second autocorrelation peak [27], however, the

disadvantage of such method would be high computational

complexity, while for the reliable peak detection at high

dispersion it is necessary to process a sequence of long

length, for example, 32768 samples in [27].

A separate class of assessors may include those that

are based on the measurement of fiber transmittance

matrix H f ( f ) in the spectral representation [28]. Let us

designate the inverse matrix via W ( f ):

W ( f ) = H−1
f ( f ). (13)

Then the argument of the dispersion operator of

HCD = exp
(

j f 2β22π
2
)

type may be assessed using the

following equation:

arg(H−1
CD) = arg(

√

det(W ( f ))) = − f 2β22π
2. (14)

More details about the transmittance matrix assessment

methods are given in Section 1.4, however, here we will give

an example of the paper, where H f ( f ) matrix is assessed

specifically for assessment of CD. The fact that the matrix

must be known prior to dispersion assessment results in cer-

tain limitations for the DSP circuit. Most methods of timing

synchronization and compensation of the carrier frequency

deviation either do not work in the presence of CD, or the

accuracy of their work is low, which also results in the fact

that the assessment of the fiber transmittance matrix turns

out to be incomplete. In paper [29] it is suggested to assess

the channel using complementary Golay sequences [30],
however, the length of such sequences turns out to be too

long (256 symbols [29]).

1.2.2. CD compensation

After the CD is assessed, its effect may be compensated.

The main idea of CD compensation is using an inverse

operator, which was obtained analytically from the NSE

(nonlinear Schrodinger equation) [16]. In reality many

effects operate jointly, and the dispersion effects may only

be roughly compensated in this manner. However, such

accuracy is sufficient, since the compensation of the residual

dispersion may be undertaken by the subsequent algorithms

of digital processing (for example, an adaptive filter).
An obvious question arises immediately: in which area

is CD to be compensated, in the time or in the frequency

one? First let us consider the compensation in the time area.

In this case the filter built on the inverse impulse response

of the CD operator appears as [31]:

ak =

√

jcT 2
s

Dλ2z
exp

(

− j
πcT 2

s

Dλ2z
k2

)

,

−
⌊

NCD

2

⌋

≤ k ≤
⌊

NCD

2

⌋

, (15)

where c — light velocity, D — CD coefficient, λ — central

wavelength of the optical signal, z — fiber length, NCD —
length of the filter impulse response, which defines the

number of signal samples that the CD is compensated for.

However, for formula [15] there is a limitation of its

potential length NCD . The reason for its occurrence is

aliasing. It is caused by exceeding the frequencies of the

Technical Physics, 2024, Vol. 69, No. 6



System of algorithms for digital signal processing for coherent optical... 837

– .01 – .010 00.5 0.51.0 1.0

Frequency F/ N Frequency F/ N

0 0

0.5 500

1.0 1000

1.5 1500
A

m
p
li

tu
d
e,

 a
. 
u
.

P
h
a
se

, 
a.

 u
.

a b

–0.5 –0.5

F a[ ]k
bk

F a[ ]k
bk

Figure 2. Comparisons of AFR (a) and PFR (b) for F [ak ] from formula (15) and bk from formula (19). Filter parameters:

D = 16 ps/(nm·km), λ = 1550 nm, Fs = 64GHz, z = 3100 km, NF = NA = 1629, FN = Fs/2 — Nyquist frequency.

Nyquist frequency filter ωN = π
Ts

[32] (− jφk — exponent

index in formula (15)):

|ωk | =

∣

∣

∣

∣

dφk

dt

∣

∣

∣

∣

= {t = Ts k} =

∣

∣

∣

∣

2πcTs

Dλ2z
k

∣

∣

∣

∣

<
π

Ts
. (16)

It is easy to derive the limitation of the maximum number

of filter coefficients before aliasing from this:

NA = 2

⌊ |D|λ2z
2cT 2

s

⌋

+ 1, (17)

where ⌊x⌋ means that rounding x to the nearest integer is

lower than x .

Apart from the upper limit, there is also a lower limit for

the potential length NCD . Impact of CD on the signal results

in the considerable expansion of the signal impulses [16].
Thereby to recover at least one impulse, it is necessary

to use information from the adjacent impulses, and their

quantity depends on the CD value [16] and the symbol

succession period T :

NB = 2









√

1 +

(

π|D|λ2z
8c(ln 2T )2

)2








+ 1, (18)

where ⌈x⌉ means that rounding x to the nearest integer is

higher than x . Value NB is obtained in approximation of

Gaussian impulses, which does not correspond to reality,

where usually the impulses of the raised cosine shape are

used. Therefore, value NB is only suitable as assessment.

Sampling rate Fs and symbol speed Rs are connected

via a value that defines the number of points after ADC

per one symbol OS = Fs/Rs . According to the sampling

theorem [33], sampling rate must exceed the symbol

speed at least twice Fs > 2Rs , in order to avoid aliasing.

In practice the number of points per symbol is chosen as

slightly above two. It this fact is used, it turns out that

NB < NA, which means that the compensation in the time

area is possible.

Let us now consider the compensation operator in the

frequency area, which appears as [31]:

bk = exp

[

− j
Dλ2z
πc

(

k
NF

ωN

)2
]

,

− NF

2
≤ k ≤ NF

2
− 1, (19)

where NF — number of signal samples, where Fourier

transform must be taken to multiply by bk . Dimension NF

is only limited at the bottom by value NB and is not limited

at the top.

As one may see, there are no issues with aliasing in

formula (19), as the maximum frequency of the operator

is limited by Nyquist frequency ωmax
FD = ωN . For the time

operator the limitation is determined by value NA, which

provides the maximum frequency ωmax
TD = 2πc

Dλ2z ⌊NA⌋Ts [31].
Fig 2 shows AFR and PFR of filters in the time and

frequency areas. As can be seen, the filter built in time has

substantial distortions in the frequency area. This is related

to the short length of Fourier transform, which is limited by

aliasing (NA).
There is one more argument for the benefit of dispersion

compensation in the frequency area. Starting from a certain

filter length, the signal convolution with the time filter turns

out to be a more capacity-demanding operation vs Fourier

transform, member by member multiplication by frequency

filter and inverse Fourier transform [34].
As discussed, to compensate CD in one sample, infor-

mation is necessary from at least NB samples. Besides, the

dispersion will fully be compensated only in the sample that

is located in the middle. To compensate dispersion in the

next sample, the signal sequence will have to be shifted,

and all the operations will have to be repeated. Therefore,

to compensate the dispersion, a block is taken from NCD

samples, where only the central part of the samples goes

to the output, and the next block is taken as overlapping

with the next one. Fig. 3 shows the diagram proposed in

paper [35].
From the above one may conclude that CD compensation

in the frequency area is more beneficial. However, even

for the frequency area there is a lower limitation for the

Technical Physics, 2024, Vol. 69, No. 6
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Figure 3. Diagram of block compensation of CD in frequency

area with overlapping neighboring blocks [35].

dimension of filters NB , which for higher CD values results

in a higher growth of computational complexity of the

dispersion compensation block.

1.3. Timing synchronization

Algorithms of timing synchronization are aimed at solving

two tasks related to sampling of the signal that arrived

from the line. First, in practice the sampling rate of

ADC Fs does not match the symbol speed of signal Rs ,

multiplied by integer number. With time this difference

accumulates, and if at first we were lucky, and the samples

were located in the center of the impulse, in a few impulses

the samples will get both into gaps between impulses and

into neighboring impulses even. If we approximately know

both Fs and Rs , then we will be able to compute this

shift and interpolate the samples. Second, frequencies

of the transmitter (DAC) and receiver (ADC) are stable

with certain accuracy. For this reason we have to assess the

ratio between Fs and Rs in real time.

The objective of the timing synchronization block consists

in setting the required integer number of samples per

symbol after its operation, besides, one of these samples

must be located exactly in the center of symbol intervals.

Delay (advance) of the sample relative to the optimal

position is called an error, to assess which there are

many known algorithms, which may be divided into two

classes: with inverse and direct association. In algorithms

with inverse association, to calculate an error, samples are

used after compensation of such error, and for algorithms

with direct association — before compensation. The

main representatives of the first class are Muller−Muller

algorithm [36], Gardner algorithm [37,38], of the second

one — Oerder−Meyer algorithm [39], Lee [40] and Godard

algorithms [41]. Let us note at once that all given algo-

rithms are poorly sensitive to the carrier phase deviation,

however require the preliminary compensation of CD to the

level below 300 ps/nm and rough compensation of carrier

frequency offset to dozens of MHz. Now let us discuss in

more detail some algorithms of timing synchronization.

1.3.1. Godard algorithm

One of the outstanding representatives of the class of

algorithms with direct association is Godard algorithm [41].
The task in the original article is set as follows: let the signal

after the matched filter represents

y(t) =
∑

n

anhT xF(t − nT ) exp( j2π f 0t) + v(t), (20)

where {an} — transmitted data, hTxF(t) — full impulse

response of the system to the circuit of coherent reception

(transmitter and fiber), f 0 — carrier frequency, v(t) —
white nose filtered by matched filter.

This signal is sampled at frequency Fs = Rs = 1/T , how-

ever, sampling is accompanied by a certain time offset τs :

{y(τs + kT )}. It is worth noting that the presence of offset

is equivalent to sampling with frequency different from Rs .

It is necessary to define τs , maximizing the energy of

the received signal. The Godard’s maximum is found by

stochastic gradient descent.

Having taken Fourier transform from formula (20) and

identified all components in it dependent on τs , the explicit

form of metric was obtained for maximization

ǫ2(τs ) = T
∫ f 0+1/T

f 0

|Hs( f , τs )|2d f , (21)

where |Hs( f , τs )| is determined by equation

|Hs ( f , τs)| =
1

T

∑

k

HTxF

(

f − f 0 −
k
T

)

exp

(

j2π

(

f − k
T

)

τs

)

. (22)

As a result, Godard obtained the explicit formula for the

gradient descent pitch, i. e. for the value, by which it is

necessary to adjust τs :

pn = Im (g∗
1(nT + τs )g2(nT + τs )) , (23)

where g1 — received signal that passed via low pass filter

with center in f 0 − 1/2T , and g2 — via filter with center

in f 0 + 1/2T .

And the tune-up itself τs :

τs (n + 1) = τs (n) − µ1pn − µ2

n
∑

k=1

pk , (24)

where µ1, µ2 — coefficients of a proportionately integral

regulator.

Technical Physics, 2024, Vol. 69, No. 6
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y kT( )
Interpolator

TED

Loop ilterfNCO

mk mk

y kT( )s

Figure 4. Circuit diagram of Gardner timing synchronization

from [43,45]. NCO (number controlled oscillator) — oscillator

that defines the position of points for interpolation, TED — timing

error detector.

Usually instead of formula (21) a discrete analog is

used (25) [42]:

ǫ2disc =

N/2−1
∑

k=0

Im
(

X ret
in kX ret

in
∗

k+N/2

)

, (25)

where X ret
in — Fourier transform of data at the input to the

timing synchronization block, ǫdisc — discrete analog of the

metric for maximization.

1.3.2. Gardner algorithm

Among algorithms with inverse association, Gardner

algorithm may be identified [37,43,44]. The overall circuit

diagram of digital timing synchronization for algorithms

with inverse association is shown in Fig. 4.

The error detector is Gardner detector from [37]:

e(k) =I(k − 1/2)[I(k) − I(k − 1)]

+ Q(k − 1/2)[Q(k) − Q(k − 1)], (26)

where I(k), Q(k) — real and imaginary parts of the

signal y(kT ) after the interpolator. A feedback filter is a

proportionately integral regular, the signal from which goes

to the block of NCO (numerically controlled oscillator).
NCO is responsible for conversion of error in mk — number

of sample for interpolation, µk — where to from mk it is

necessary to interpolate.

Paper [46] provides spectral representation of the Gardner

error detector, and its modification to handle impulses close

to Nyquist ones. Implementation of the Gardner algorithm

in parallel form is considered in article [47].
According to article [42], timing synchronization error

assessment algorithms are not very different in efficiency,

therefore the selection of a certain algorithm depends on

the convenience of designing a specific system.

1.3.3. Interpolator

After the symbol speed or error were assessed in time,

it is necessary to obtain 2 points per symbol. For this

purpose it is suggested to use interpolation. Farrows

interpolators are used most often [48], which are suitable

for implementation in VLSIC (very-large-scale integrated

circuits). As an example, let us consider one most often

used cubic interpolator:

c1 = −1

6
µ3

k +
1

6
µk ,

c2 =
1

2
µ3

k +
1

2
µ2

k − µk ,

c3 = −1

2
µ3

k − µ2
k +

1

2
µk + 1,

c4 =
1

6
µ3

k +
1

2
µ2

k +
1

3
µk,

x ret
out(kTi) =

4
∑

n=1

cn · x ret
in (mk + n − 3), (27)

where x ret
in — input of timing synchronization block, x ret

out —
output of timing synchronization block.

1.4. Adaptive filtration

Many distortions change in time, such as PMD or

polarization rotation. To compensate distortions of such

type, an adaptive filter (AF) is used, coefficients of which

are tuned in time. In process of signal propagation along

the fiber, signal polarizations are mixed because of random

birefringence in the fiber. This transform may be described

using Jones matrices [49], therefore, in order to compensate

such mixing, the classic AF structure is also built in the

form of matrix with size 2×2.

1.4.1. Filter structure

Let us consider AF in the time area 2×2 with two

complex inputs and two complex outputs [32]. Its structure
is shown in Fig. 5, a.

Mathematically the impact of filter 2×2 is expressed in

the following equations (28):

xout [k] = hT
xx × xin[k] + hT

yx × yin[k],

yout [k] = hT
xy × xin[k] + hT

yy × yin[k], (28)

where hxx , hyx , hxy , hyy — column-vectors of AF coeffi-

cients, xin[k], yin[k] — k- complex input vectors into filter,

each made of two quadratures, xout [k], yout [k] — k- filter
outputs. Formulas for other MIMO structures are obtained

by analogy.

The structure of the classic AF 2×2 may be changed,

having taken into account the fact that each of the

signal polarizations represents two independent quadratures.

In article [50] it is stated that AF structure 4×2, shown in

Fig. 5, c in contrast to the other ones given in Fig. 5, is

resistant to delays between quadratures arising on the re-

ceiving part. The reason for its resistance consists in the

fact that the dispersion operator in this case does not mix
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Figure 5. MIMO (multiple input multiple output) circuits from [50] complex 2×2 (a), real 4×4 (b), complex 4×2 (c). Solid — real

numbers, dash — complex numbers, hCD — operator of accumulated chromatic dispersion compensation.

the signals arriving to the input of AF. For example, the

classic structure 2×2 for DP-16QAM modulation format

gives a penalty of around 2 dB by SNR (signal-to-noise
ratio) for delays of 13% of the symbol, and 4×2 shows

operation without a penalty [50]. Besides, the circuit of

4×4 type (Fig. 5, b) also has a penalty caused by delays

between quadratures, since prior to operation of AF the

signal quadratures are mixed to compensate CD. Delays

between quadratures may vary from a device to a device

and in time, therefore it is important to compensate them

automatically.

1.4.2. Target function

AF coefficients are calculated based on minimization of

a certain target function. There are many types of target

functions, one may identify those among them that take

into account the signal module only, and those that take

into account both module and phase.

There are two different approaches to calculation of the

target function values: 1) blind — without reference to

known data, 2) non-blind — according to the previously

known service sequence.

The most effective blind algorithm is the constant mod-

ulus algorithm — CMA [51]. The error for polarization p
(p — takes on values from the set {x , y}) may be expressed

using equation:

εCMA
p = (1− |Eout

p |2), (29)
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where Eout
p — output of the adaptive filter for polarization p.

The square of error CMA (εCMA
p )2 is the target function.

If the known subsequence is present in the data, most

often the least-square method — LS is used, or the

minimum mean square error — MMSE, such solutions in

the frequency area are given, for example, in [52]. Let us

represented the received signal Rx and Ry at frequency f i

by the equation from the formula (30).

[

Rx( f i)
Ry( f i)

]

=

[

Hxx( f i) Hxy( f i)
Hyx( f i) Hyy( f i)

] [

Tx ( f i)
Ty ( f i)

]

+

[

Nox ( f i)
Noy ( f i)

]

, (30)

where Hxx , Hxy , Hyx , Hyy — corresponding components of

the channel, Tx , Ty — spectra of sent signals, Nox , Noy —
noise spectra.

It is possible to divide Tx and Ty into two components:

Tx [ f i ] = Sx [ f i ] + Mx [ f i ],

Ty [ f i ] = Sy [ f i ] + My [ f i ], (31)

where Sx [ f i ] and Sy [ f i ] — the DFT of the signal taken

in the window that contains only pilot subsequence, and

symbols in the load are equal to zero; Mx [ f i ] and My [ f i ] —
the DFT of the signal taken in the window that contains only

symbols in the load, and the pilot subsequence is equal to

zero. Then the following formula is valid:











Rx [ f 1] Ry [ f 1]
Rx [ f 2] Ry [ f 2]

...
...

Rx [ f Nc ] Ry [ f Nc ]











=











Sx [ f 1] Sy [ f 1]
Sx [ f 2] Sy [ f 2]

...
...

Sx [ f Nc ] Sy [ f Nc ]











HT

+











Mx [ f 1] My [ f 1]
Mx [ f 2] My [ f 2]

...
...

Mx [ f Nc ] My [ f Nc]











HT+











Nox [ f 1] Noy [ f 1]
Nox [ f 2] Noy [ f 2]

...
...

Nox [ f Nc ] Noy [ f Nc ]











,

(32)
or in a more compact form

R = SHT + MHT + No. (33)

Then the LS solution is expressed by equation

ĤT
LS = argmin

ĤT

tr
{(

R− SĤT
)(

R− SĤT
)∗}

= S†R,

(34)
where Ĥ — channel assessment, ∗ — Hermitean conjuga-

tion, S† = (S∗S)−1S∗ — pseudo-inverse matrix S. Besides,

article [52] provides the MMSE solution as well. However,

even though the MMSE method does provide a more op-

timal assessment, its implementation requires substantially

more computing resources.

FD
downsampling

ux( )k
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Ux( )k Vx( )k

Hxx( )k
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Hxx( )kDFT
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V' ( )x k

FD
downsampling

IDFT*
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ex( )k ey( )k
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DFT[0, ( )]ey k

Gradient
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and
constraint

Append
with Ex( )k

Append
with Ey( )k

Figure 6. Circuit diagram of AF from [54]. IDFT∗ means that

from the entire vector after the inverse discrete transform only the

last NFD/2 samples are taken.

1.4.3. Minimization method

AF coefficients are updated using a stochastic gradient

descent [32]. Let us consider the example of the filter with

structure 2×2 in the time and frequency areas.

In the time area the coefficients of the filter with CMA

metric are updated according to the following rule [32]:

hxx = hxx + µ · εx · xout [k] · x∗in[k],

hxy = hxy + µ · εy · yout [k] · x∗in[k],

hyx = hyx + µ · εx · xout [k] · y∗in[k],

hyy = hyy + µ · εy · yout [k] · y∗in[k], (35)

where εx , εy — errors of signal CMA metrics, µ —
convergence speed.

In the frequency area the coefficients of the filter

with CMA metric are updated in several stages, since the

target function is calculated in the time area, and coefficients

are updated in the frequency one. The AF concept in the

frequency representation is specified in article [53], where

the authors suggested the method of working with the signal

having two samples per symbol. Later on in the conference

theses [54] the same authors suggested a modification,

which made it possible not to divide into even and odd

samples and to work with the rational number of samples

per symbol. The more recent implementation of AF makes

it possible to cut in half the required number of adaptive

filters compared to the version from [53]. Because of the

above advantages, we will consider only the more recent

version.

AF circuit diagram is shown in Fig. 6. Time sequence

ux ,y (n) is supplied to the input for X and Y polarizations

accordingly. Samples are taken more frequently than sym-

bols, rational number of times, n — sample index. Further

without loss of generality, an example with two points

per symbol will be considered. For effective calculation

of convolutions, the overlap−saved method will be used

with overlap factor 50% (article [53] states that this is the
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most optimal value). Therefore, the considered vector in the

frequency space will look as follows:

Ux ,y(k)

= F [ux ,y(kNFD − NFD), · · · , ux ,y (kNFD + NFD − 1)]
T
,

(36)
where k — block index, Ux ,y (k) — DFT of k-th input vector

ux ,y (k), NFD — half of length of the input vector.

The AF equation appears as follows:

Vx (k) = Hxx(k) · Ux(k) + Hxy(k) ·Uy (k),

Vy (k) = Hyx(k) · Ux(k) + Hyy(k) ·Uy (k), (37)

where Hxx(k), Hxy(k), Hyx (k), Hyy (k) — k- values of the

corresponding AF vectors. Further sampling is decreased in

the frequency area:

V′
x ,y (k) = (Vx ,y (k) + Vx ,y (k + NFD))/2,

v′x ,y (k) = latestNFD/2report / F−1[V′
x ,y (k)], (38)

v′x ,y (k) — output vector in time with one sample per

symbol. It should be noted that article [54] appears to

contain an error, its averaging of V′
x ,y (k) does not include

division by 2, and it is necessary.

Then the error vector ex (k) is calculated for polariza-

tions x and y with size NFD/2:

ex ,y (k) =
[

INFD/2 − vx ,y (k) · vx ,y (k)
]

· vx ,y (k), (39)

where INFD/2 — vector of size units NFD/2.

The error in the frequency area Ex ,y (k) is calculated using

the equation

Ex ,y (k) = DFT [ONFD/2; ex ,y (k)] , (40)

where ONFD/2 — vector of size zeroes NFD/2.

Then, in order to use the error on AF length, the vector

size increases by repeating

E′
x ,y (k) = [Ex ,y (k);Ex ,y (k)]. (41)

Then the average gradient is calculated

∇pq(k) = firstNFDcountsF
−1
[

E′
p · conj {Uq(k)}

]

, (42)

where pq ∈ {xx , xy, yx , yy}.
And, finally, the AF coefficients are updated

Hpq(k + 1) = Hpq(k) + µFDDFT [∇pq(k);ONFD ] , (43)

where µFD — coefficient of convergence of the stochastic

gradient descent.

AF coefficients must be initialized for any target function,

however, for CMA, which has a singularity problem [55],
search for optimal initial coefficients becomes a separate

task [56].

1.5. Carrier frequency deviation

Coherent reception requires mixing of a signal from

the line with a reference laser at the frequency equal

to the carrier frequency of the signal. This method is

called a homodyne approach and requires significant efforts

to synchronize frequencies and phases of lasers on the

transmitter and the receiver. In practice intradyne reception

is used, when frequency offset between lasers is not exactly

equal to zero, but may vary within several GHz. The

payment for the intradyne reception of the signal is addition

of the deviation of laser frequency on the receiver from the

laser frequency on the transmitter to the list of distortions.

Such deviation results in the fact that phase distortion is

added to the signal that quickly changes in time.

1.5.1. Methods to assess deviation of carrier fre-
quency

If only distortions caused by lasers remain by the moment

of frequency assessment, the signal at the input to the block

appears as

y ′[k] = ak exp (i(ϕ[k] + 2π1 f kT )) , (44)

ϕ[k] — phase distortions of laser, 1 f — frequency offset.

Assessment may be carried out in the time area, using

the fourth degree of generating two subsequent reports [57].
It can be shown that for QPSK:

(y ′[k]y ′[k − 1])
4

∝ exp (4i1ϕ[k]) . (45)

In absence of additive noise 41ϕ has round Gaussian

distribution provided for by the phase noise of the laser

with average value 8π1 f T , so that the probability-density

function (PDF) appears as [57]:

f (41) =
exp (κ cos(41ϕ − 8π1 f T ))

2πI0(κ)
, (46)

where κ is related to the width of the laser line. Using

the received PDF, we may assess the parameter of interest

by maximum likelihood method [58], which assesses 1 f as

follows:

1 f =
1

8πT
arg

{

N
∑

k=1

(y ′[k]y ′∗[k − 1])
4

}

. (47)

The main advantage of the method is its implementability

in the time area. However, it has high computing complexity

because of the fourth degree of product. This is also

a large problem in integer number implementation. The

main disadvantage of the method are the conditions of its

applicability, namely the fact that it should be found after

timing synchronization and adaptive filtration. In practice

the assessment of shift may be located before these blocks

as well, however, it requires using a vary large averaging,

much larger than for the method which will now be

considered next.

Technical Physics, 2024, Vol. 69, No. 6



System of algorithms for digital signal processing for coherent optical... 843

–2.0 0 0.5 1.0
–1.0

–0.5

1.0

0.5

–0.5

0

In-phase

Q
u
a
d
ra

tu
re

– .01– .51

Figure 7. Assessment of carrier frequency deviation by fourth

degree of signal. Blue is a QPSK-signal, and orange is its fourth

degree.

The problems of large averaging regarding the computa-

tional complexity may be mitigated by changing the order

of operations and removing averaging beyond the argument

function [57]:

1 f [k] = (1− µ)1 f [k − 1] + µ
arg
{

(y ′[k]y ′∗[k − 1])
4
}

8πT
.

(48)

Another popular method is assessment of frequency

deviation in the frequency area. It is implemented by

searching for a peak in the spectrum of the fourth degree of

signal [59]:

1 f [n] =
1

4
arg

(

max
f ∈[−1/2,1/2)

∑

p∈x ,y

fp( f )

)

,

fp( f ) = F
[

y′p
4
[n]
]

, (49)

where y′p[n] — n-th vector of input signal.

The feature of QPSK format is the fact that in the fourth

degree of the signal the phase component responsible for

information disappears. In Fig. 7 you can see that all

four QPSK states (blue points) are pulled together as one

(orange circles), which with time will move along the

circumference because of frequency offset.

As mentioned already, this method may work before

timing synchronization and adaptive filtration, besides, it

does not require increase in the length of the processed

block. Since the method still uses the fourth degree, it is

also costly from the resources point of view, plus it requires

a transition from the time to the frequency domain.

As most distortions, frequency offset may be assessed

using the known sequence [60,61]. However, such method

requires both additional redundancy and special position

of known symbols. Besides, change of the laser in time

is quite a fast process, around 500GHz/s for state-of-the-

art µITLA [62] (micro integrated tunable laser assembly),
which also imposes limitations upon the structure of the

pilot sequences.

1.5.2. Compensation of deviation of carrier fre-
quency

After the frequency deviation was assessed, it must be

compensated. Having calculated the deviation of frequency

1 f [n], it is possible to calculate the phase for the entire

block as φφφ1 f [n] = 1 f [n]k[n], where k[n] — time vector of

n-th block. Besides, it is necessary to remember the last

value of the phase from the previous block φlast
1 f [n − 1].

Then, using this phase, the complex exponent is calculated,

which is multiplied by signal:

yp
rest[n] = y′p[n] · exp

(

−i2π(φφφ1 f [n] + φlast
1 f [n − 1])

)

.

(50)
The disadvantage of such approach is the need to calculate

the complex exponent for each block, and also the fact that

the signal should remain in the time domain. However, it

makes it possible to accurately compensate the frequency

offset.

A more simple from the implementation point of view

is the compensation method based on cyclic shift of signal

spectrum [52]. The problem of this method consists in the

fact that the shift may be performed only for the integer

number of samples, therefore the assessment has to be di-

vided into integer and fractional parts: 1 f int = round(1 f ),
1 f f rac = 1 f − 1 f int . For compensation of the fractional

part it is necessary to improve the sampling by interpolation,

so that a cyclic shift by 1 f f rac samples may be performed.

This approach is very costly in terms of computing complex-

ity. Therefore, the shift may be used only when the accuracy

of the entire part of the assessment is sufficient, and the

remaining part is compensated by one of the following

blocks.

1.6. Frame synchronization

Data is sent to the line in a structured manner, it is

necessary to find such structure upon reception. Most often

the data is broken into frames of the same length, and a

service sequence is installed in the beginning of each frame.

The main method to detect such sequences is correlation

analysis, which searches for a correlation between the

received data and previously known sent sequence. The

correlation maximum indicates frame start. Therefore, the

sequence must have high autocorrelation properties, besides,

it should not interfere with the sent signal noise-like features.

Besides , sequences for different polarizations must be

orthogonal to each other. The CAZAC sequences have the

above properties [63] . The example of system operation

with such training sequences is considered in [64]. There

are other types of sequences suitable for detection of the

start of frame, for example, Barker sequences [65] or Golay
sequences [30].
Besides, the literature considers a method to detect the

start of frame using Schmidle metric [66,67]. However,

it is inferior to the correlation one since the sought-for

peak has width, and in presence of noise it may cause

detection errors. Advantages of this method may include
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the fact that the ratio of the power of detected peak to

noise level is higher.

If the sequence length is increased to the values ofthe

order of 1000, one may achieve good correlation peaks even

at SNR = 3 dB [68]. In practice the length of the correlation

sequence amounts to, for example, 22 symbols [12].

1.7. Recovery of carrier phase

Coherent communication uses independent lasers on the

transmitter and the receiver. The end width of the laser

emission line corresponds to certain noise of the carrier

phase. Currently the industry widely uses lasers with

width of the line of the order of 100 kHz. To compensate

distortions caused by deviation of the carrier phase and all

the similar ones, the following types of algorithms are also

used:

• blind [69–71];

• non-blind, relying on pilot symbols:

– as a separate block [72–74];

– within an adaptive filter [52].

One of the first algorithms for recovery of the carrier

phase may be Viterbi algorithm [69]. It is based on the

fact that raising to a certain degree makes the information

component of the signal disappear, and only the part

responsible for the distortion remains. Therefore, observing

the behavior of the corresponding degree of the signal, one

may track the distortion and compensate it. Let us consider

this algorithm in more detail using the example of QPSK

modulation. In the case, when only phase distortions of the

carrier remained, let us present signal y(k) as

ŷ [k] = ak exp (iϕ[k]) , (51)

ϕ(k) — phase distortion of the carrier. Let us raise the

signal to the fourth degree

(ŷ [k])4 = a4
k exp (4iϕ[k]) = exp(iπ) ∗ exp(4iϕ[k]). (52)

Therefore, having averaged the noise in the window with

length of 2N + 1, one may find the sought-for phase using

the following equation:

ϕ[k] =
1

4
arg

{

1

2N + 1

N
∑

n=−N

y [k + n]4

}

. (53)

Let us also consider the blind algorithm without feed-

back [71], which does not require raising to the fourth

degree. Precise raising to a degree is very demanding to the

capacity of the final number, therefore this algorithm turns

out to be less demanding for integer-value implementation.

Let us define the auxiliary function receiving at the

input k-th distorted symbol y [k] and number ϕ(b) = b
B

π
2
,

b ∈ {⌊−B
2
⌋, . . . , ⌊B

2
⌋}, where B — preset constant that

defines the accuracy of search for the noise value

f (y [k], φ(b)) := |y [k]eiϕ(b) − ⌊y [k]eiϕ(b)⌋D |2, (54)

⌊A⌋D means the nearest symbol on the complex plane in

relation to A ∈ C point.

The algorithm receives at the input k-th noisy symbol,

N previous distorted symbols and N subsequent distorted

symbols, and then minimizes the function

sk(b) =
N
∑

n=−N

f (y [k − n], φ(b)). (55)

Let function (55) reach minimum at b = b0, then the

result of the algorithm operation will be a ′
k sample:

a ′
k = ŷ ke−iϕ(b0). (56)

The disadvantages of all blind algorithms are the uncer-

tainty of phase of type nπ/2 (where n — integer value)
and demand for computing resources. It is possible to

solve these issues by compensation of phase distortions

using phase analysis according to the previously known

sequence [72–75]. In the literature it is called a pilot

subsequence, the symbols of which follow once per several

dozens of symbols (for example, in the recommenda-

tion [12] — the pilot repetition cycle is equal to 32 symbols).
One of the simplest and yet effective algorithms of finding

phase distortion ϕ(k) based on the pilot subsequence is

comparison of phases of the subsequent received pilots with

their sent version:

ϕ[k] = arg{ŷ [k] · ((a pilot
k )∗)}, (57)

where a pilot
k — transmitted pilot signal. The assessed

phase is interpolated in the intermediate symbols between

two subsequent pilots. In most recent papers, which

discuss operation of formats that are more sensitive to

phase distortions (16QAM, 64QAM etc .), it is suggested

to use double-stage compensation circuits, where one stage

is blind, and the other one uses pilots [72–74,76].
Note that this block is aimed at fighting phase distortions,

regardless of the source of their occurrence, whether it

is the laser emission band width or non-linear distortions

in optical fiber. However, this block must not and may not

fully compensate all phase distortions.

1.8. Full tract of DSP

Most papers on digital signal processing are dedicated

to individual blocks that compensate specific distortion.

Operability of these algorithms derives from an idealized

signal, where often only the distortion that the block itself

is responsible for is presented at the input to the block.

Quality of distortion compensation is mainly tested only

with numerical modeling. There are in general very few

papers dedicated to review of DSP operation.
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Figure 8. Circuit diagram of digital signal processing block operation. ADC — Analog-to-Digital Converter, AGG — Automatic Gain

Control, CDC — Chromatic Dispersion Compensator, RCFO — Rough Carrier Frequency Offset, PCPR — Pilot Carrier Phase Recovery,

BCPR — Blind Carrier Phase Recovery.

DSP circuits are presented in papers [52,57,77]. The pa-

pers [57,77] suggest the potential configuration of the circuit

with a review of algorithms that may be used to fill in such

circuits. No specific implementation of the operable circuit

is provided in these papers. Using the proposed circuits in

practice will bring the need to search for reliable algorithms

for the specific implementation of the circuit. However, it

is much more logical to search for the algorithms meeting

the requirements, and to configure a full tract of DSP

on their basis. Besides, we believe it is necessary to

adapt the presented circuits for use with real signals. The

paper [52] is one of few papers to present and research

the implementation of the adaptive filter in the connection

with the blocks it requires.

The objective for optimization of DSP block, including

selection and optimization of algorithms of individual

functional blocks, the sequence of their performance and

optimization of their joint operation is non-trivial and does

not have a single solution. Section 2 presents the original

circuit of digital signal processing with description of the

selected algorithms and their parameters.

2. Implementation

It should be noted once again that the objectives are not

only to select and implement a set of algorithms, but also to

agree these blocks within a single DSP circuit. As one may

see, most presented algorithms decrease that distortion that

they have to compensate, and the issue of their resistance to

other, not yet compensated distortions, is usually not raised.

This paper suggested and researched a circuit shown in

Fig. 8, which was developed with account of the joint stable

operation of algorithms with experimental data. Modulation

format — DP-QPSK.

For AGC, CAPS algorithm was selected and imple-

mented, with the effective length of NAGC = 1024 sample

averaging.

Chromatic dispersion was compensated in the frequency

area with overlap of 50%. The length of the CD compensa-

tion block was selected as equal to NCDC = 4096 samples in

order to compensate the dispersion in the line with length

of 4000 km. If the distance is shorter, the filter length may

be decreased.

At the next stage it was necessary to roughly estimate and

compensate the carrier frequency offset, since the timing

synchronization block operates worse under the conditions

of the high carrier offset. Offset was estimated by searching

for a peak in the spectrum of the fourth degree of the

signal [59], the filter length was NRCFO = 2048 samples.

Besides, for reliable and stable operation with high noise

present, an accumulator was applied on the spectra (with

a coefficient), as well as preliminary rough rotation of

polarization with sorting at pitch of 10 degr.

Recovery of timing and cubic Farrows interpolation up

to 2 samples per symbol was carried out using Gardner

algorithm in parallel form [47] with parallelism depth

NRet = 64. Gardner algorithm was selected since it was

studied well in the temporary area and in the parallel form

in the paper [47].
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Figure 9. Circuit diagram of experimental unit to test operability of DSP algorithms.

An adaptive filter chosen was a 4×2 circuit in the

frequency area with CMA metric for tune-up. The metric

was minimized by stochastic gradient descent with descent

coefficient 2−12. Filter length was selected as equal to

NAE = 64 samples. It should be noted that inside the

adaptive filter, sampling decreased down to one sample per

symbol, and overlap of 50% was used, i. e. the filter output

contained 16 samples in every polarization.

Further the precise recovery of the carrier frequency

took place, as well as rough recovery according to the

algorithm [59]. The block length was NFCFO = 128, each

32nd sample was used if time size of the block was 4096.

For frame synchronization, correlation was used with

length of NFS = 22 symbols with service sequence FAW

(frame alignment word) from [12].
The carrier phase was assessed in two stages: first using

pilot symbols from [12] with the help of equation (57)
with averaging by NPCPR = 11 assessments, and then using

the algorithm with sorting of possible phase values in the

quantity of NBCPR = 40 pcs [71].
It should be noted that all algorithms may be imple-

mented in numbers with the fixed point and in the parallel

form, i.e. in very-large-scale integrated circuits (VLSIC). All
coherent communication systems at this moment use VLSIC

exactly in part of signal processing to ensure maximum

throughput capacity.

3. Operation results

The operation of the proposed circuit (Fig. 8) is tested

on the experimental unit, the design of which is presented

in Fig. 9. The signal is set by a generator, then a transmitter

made of a driver and a DP-QPSK modulator, the signal

is converted from an electric domain into an optical one,

the signal is demodulated by a coherent receiver, and

using an oscilloscope with the ADC capacity of 10 bit

the data in the form of numbers is transmitted to a

personal computer (PC), where they are processed by DSP,

suggested in this paper.

The experimental unit consists of several units: a

reconfigurable line making it possible to change length

from 0 to 4000 km, a PMD unit based on fiber maintaining

the polarization state, setting a polarization-mode dispersion

with value of 70 ps.

The unit also makes it possible to set the frequency offset

between the laser on the transmitter and on the receiver,

since the overtuned lasers are used according to ITLA

standard [62]. Besides, previously the emission line width

was measured for the used lasers, it turned out to be equal

to 150 kHz on the transmitter and 150 kHz on the receiver.

Several series of experiments were carried out with line

length of 0, 2800, 4000 km, and also 2800 and 4000 km

while the signal passes the PMD blocks. The main

configurations of the experimental circuit are given below:

• shortest line (0 km);

• line with length of 2800 km:

– without additions;

– additional PMD 75 ps and offset of the local

oscillator 5GHz;

• line with length of 4000 km:

– without additions;

– additional PMD 75 ps and offset of the local

oscillator 5GHz.

To assess the quality of DSP operation, the dependence

of the common logarithm of the bit error ratio BER on

the optical signal to noise ratio OSNR is used, the noise

capacity is converted into band 0.1 nm. The dependence

BER(OSNR) is compared for the solution presented in this

paper, the best commercially available transponder Acacia

AC1200 and the theoretical limit, which presumes complete

compensation of all distortions, except for the additive white

Gaussian noise (electric noise of the transceiver is not

taken into account). The theoretical limit was calculated as
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Figure 11. Results of operation of the suggested algorithms in

the line with length of 2800 km.

follows: from OSNR signal one may obtain SNR [78,79],
from which it is possible to obtain BER [80]. The

final equations to convert OSNR into BER, defining the

theoretical limit of DSP operation for QPSK signal appear

as

BER = 2Q
(√

SNR
)

(

1− 1

2
Q
(√

SNR
)

)

,

Q(x) =
1

2
erfc

(

x/
√
2
)

,

erfc(x) =
2√
π

∫ ∞

x
exp

(

−t2/2
)

dt,

SNR = OSNR
BW0.1

Rs
, (58)

where SNR and OSNR are presented in linear units,

BW0.1 = 12.5GHz — band width 0.1 nm in GHz on the

wavelength of the carrier 1550 nm.

Dependences BER(OSNR) are given in Fig. 10−14, the

chart attached presents the dependence of the penalty of the

suggested circuit relative to the theoretical limit depending

on level log10(BER). The penalty is calculated as difference

between OSNR on one level log10(BER).
Results of comparison for level BER = 1.5%, which

is a median value of critical error ratio in operability of

current FEC, used in the coherent optical communication,

are presented in the table. For line with length of 0 km

one may see that the results of the suggested circuit differ

from the theoretical limit approximately by 0.7 dB, and

from Acacia AC1200 - by 0.4 dB. For line with length

of 2800 and 4000 km the penalty increase in relation to the

theoretical limit is first of all dependent on the accumulated

nonlinearity and amounts to the value of the order of

2−3 dB, however, there is also a penalty from PMD effects

and deviation of the carrier frequency of the order of 0.3 dB.

The penalty 0.4−0.7 dB relative to AC1200 may arise for

the following reasons:
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Figure 12. Results of operation of the suggested algorithms in

the line with length of 2800 km with PMD block and offset of the

local oscillator.
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Figure 13. Results of operation of the suggested algorithms in

the line with length of 4000 km.
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Signal demodulation results

Number Length, km PMD, ps Carrier Deviation Penalty to Theoretical Penalty to

Figure Frequency, GHz Limit, dB AC1200, dB

10 0 0 < 0.4 0.7 0.4

11 2800 0 < 0.4 2.1 0.4

12 2800 75 5 2.4 0.6

13 4000 0 < 0.4 2.6 0.7

14 4000 75 5 2.6 0.7

Note. The penalty means difference by OSNR at level BER = 1.5% .
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Figure 14. Results of operation of the suggested algorithms in

the line with length of 4000 km with PMD block and offset of the

local oscillator.
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Figure 15. Stability of assessment of symbol speed Rs by parallel

Gardner algorithm.

1) application of pre-distortions, making it possible to

compensate losses and pulse response characteristic of the

transmitter;

2) more stable timing synchronization;

3) partial compensation of non-linear effects;

4) more stable connections of the transmitter and receiver

elements in AC1200 thanks to design in the form of a

separate built-in block.

From the provided reasons, only more stable timing syn-

chronization (Fig. 15) requires finalization of the presented

circuit, the win of which will make around several tenths dB.

Conclusion

The paper conducted the comparative analysis of the

existing algorithms of linear DSP for coherent optical

communication, following the results of which, the full-scale

original circuit was suggested and implements for DP-QPSK

signal. Operability of the suggested circuit is experimentally

studied and makes it possible to transmit data at speed

of 100G in real communication systems. It is shown that

the suggested circuit successfully handles the compensation

of physical distortions, arising in the communication line, to

the level making it possible to detect the transmitted signal

using the error ratio below the critical value. The penalty

relative to the theoretical limit does not exceed 2.6 dB, and

relative to the industry leader - 0.7 dB in the line of up

to 4000 km.
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[64] F. Pittalà, F.N. Hauske, Y. Ye, N.G. Gonzalez, I.T. Monroy. In

OFC/NFOEC (IEEE, 2012), 1−3,

DOI: 10.1364/OFC.2012.OM2H.4

[65] O. Riznyk, Y. Kynash, B. Balych, R. Vynnychuk, I. Kret,

H. Kutucu. In CEUR Workshop Proceedings (2019),

162−171, DOI: 10.1109/PICST47496.2019.9061375

[66] T.M. Schmidl, D.C. Cox. IEEE Transactions on Commun.,

45 (12), 1613 (1997). DOI: 10.1109/26.650240

[67] Q. Zhuge, M. Morsy-Osman, X. Xu, M. Chagnon, M. Qiu,

D.V. Plant. J. Lightwave Technol., 31 (15), 2621 (2013).

DOI: 10.1109/JLT.2013.2271634

[68] Z. Gao, C. Zhang, Z. Wang. IEEE Transactions on Broadcast-

ing, 61 (1), 98 (2015).

DOI: 10.1109/TBC.2014.2376134

[69] A.J. Viterbi, A.M. Viterbi. IEEE Transactions on Information

Theory, 29 (4), 543 (1983). DOI: 10.1109/TIT.1983.1056713

[70] E. Ip, J.M. Kahn. J. Lightwave Technol., 25 (9), 2675 (2007).

DOI: 10.1109/JLT.2007.902118

[71] T. Pfau, S. Hoffmann, R. Noé. J. Lightwave Technol., 27 (8),
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