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Method of selection of objects on a hyperspectral image based

on the analysys of their contours
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A new method of spectral selection of given objects on hyperspectral images is considered. At the first stage of

the method, hypotheses are tested using the Neyman−Pearson criterion about the presence of object contours in

neighboring pixels relative to the simple alternative of their absence consistently over all spectral components. If

a decision is made about the presence of a contour in at least one spectral channel, these pixels are analyzed at

the second stage with respect to their distribution over the spectral range according to the criterion of maximum a

posteriori probability density. Given the values of the mathematical expectation of the gradient difference between

the spectral components, hypotheses are formed about the presence or absence of the contour of the desired object.

The decision is made on the basis of a comparison of the decision statistics with the likelihood functions. The

characteristics of detection and the results of experiments performed on real images are presented.
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Introduction

Today, an intensive development and implementation of

the hyperspectral imaging technologies are observed in

various fields of human?s activities. Modern prototypes of

hyperspectral hardware allow to take images in hundreds

of narrow stripes of ultraviolet, visible and near infrared

ranges of the spectrum [1,2]. One of the critical problems

of processing of hyperspectral images (HSI) is detection

(selection) of objects on various backgrounds. More

frequently, this problem is solved by selecting the object

contours [3]. The contour refers to gradient difference (a
jump-like discontinuity) in brightness that exceeds a certain

value. The use of contour images allows to significantly

reduce computational costs of different algorithms of further

analysis and recognition, which is especially actual for

processing of multicomponent HSI.

There are many methods and algorithms of selecting

contours on single-component images [3–9]. Some of them

are based on the use of gradient operators [3], others use

statistical [4–6] or neural network [5,6] approach; there

are also algorithms based on the methods of mathematical

morphology [7], rank algorithms, [8] etc. [9]. However,

the most of the existing methods and algorithms of se-

lecting the contours on single-component images has poor

efficiency in case of component-by-component processing

of multicomponent HSI. It is generally related with the

absence of possibility to consider interrelations between

spectral components. Serial analysis of a contour of each

spectral channel is a challenging and ineffective problem,

and averaging the obtained results leads to the loss of

valuable information on the spectral interrelation. There

are, for example, specific problems, which are typical only

for HSI processing [10,11], where it is required to select the

objects with spectral characteristics similar to those from

the spectral library or to select the objects within certain

spectral range etc. Here, all existing algorithms [3–9] of

contours selection can be used only at the preliminary stage

of the HSI contours analysis. The papers [12,13] justified

the approaches and reviewed some algorithms of contour

selection on HSI, allowing to take into account interspectral

correlation, however, the contours detection threshold and

the problem formulation itself are of euristic nature.

The goal hereof is to develop a method for the selection

of objects on hyperspectral image based on the statistical

analysis of their contours.

Problem formulation

The model of a L-component hyperspectral image 3

digitalized by i lines and j columns in general case has

the following view

3 = [λ1i, j, λ
2
i, j, . . . , λ

L
i, j ], λl

i, j ∈ [0, . . . , 2N − 1], (1)

where i = 1, . . . , I , j = 1, . . . , J; I, J — number of lines

and columns of the image, accordingly; l — HSI component

index, l = 1, . . . , L; N — degree of quantization of the

image components brightness 3.

Subject to effect from various factors during the formation

of separate spectral components of HSI, the model of such
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Combination of joint pairs of values of indices i, j and p, q

ni, j 1 2 3 4

p i i + 1 i + 1 i − 1

q j + 1 j j + 1 j + 1

i, j
1, . . . , I, 1, . . . , I − 1, 1, . . . , I − 1, 2, . . . , I,

1, . . . , J − 1 1, . . . , J 1, . . . , J − 1 1, . . . , J − 1

image can be represented as an adaptive mixture of useful

component 3 and noise:

X = 3 + η = [x1
i, j , x2

i, j , . . . , xL
i, j ], x l

i, j ∈ [0, . . . , 2N − 1],
(2)

where η = [η1, η2, . . . , ηL] — is accidental spectral and

spatially not correlated additive noise component of signals

of an L-component image with zero mathematical expec-

tation (ME) and some value of the root mean square

error (RMSE) σ l
x . Adequacy of such noise model for

many applications is quite justified in a series of papers,

for example, in [5,10,14]. Then, we are to consider

that the brightnesses x l
i, j of each pixel of HSI X are

independent, not displaced, distributed according to normal

law with unknown mathematical expectation ml
x i, j

and

known RMSE σ l
x :

W (x l
i, j) =

1√
2πσx

exp

(

−
(x l

i, j − ml
x i, j

)2

2(σ l
x )

2

)

. (3)

An indication of the absence of the object contour on

HSI is the coincidence of ME of scalar values of brightness

of neighboring pixels with some permissible deviation

ml
x i, j

≈ ml
x i±1, j±1

= ml . An indication of presence of the

object to be found is the coincidence of the probabilistic

characteristics of its contour with those defined a priori.

We will consider pair-by-pair comparison of the values

of brightness of i, j-th pixels and neighboring p, q-th pixels

with an unknown true value ml .

Table represents n pair combinations of i, j-th and

neighboring p, q-th pixels corresponding to them, used in

their joint evaluation.

According to the conditions given above, the process of

selection of the contour of the object to be found will be in

two steps.

The first step — finding the object contours on HSI.

The second step — contour selection with the required

probabilistic parameters.

Description of the method

At the first stage we use the Neyman−Pearson criterion

for the hypotheses testing [15,16] in the following variant:

— let us test the H0 hypothesis on the absence of image

contours in neighboring pixels versus a simple alternative of

their presence H1, wherein the test is performed in series

by all spectral components l;

— in case of deciding on the presence of the contour in

at least one spectral component, these pixels are analyzed

at the second stage.

At the second stage we use the criterion of maximum

a posteriori probability density [15,16]. Then making a

decision as to the presence of a contour with the required

parameter generally reduced to checking the hypothesis

versus a simple alternative: no contour with the required

parameter. For this we form a likelihood function versus

the required ME and the likelihood function for any low

deviation of ME whatsoever from its required value. Then,

by using the likelihood ratio and the specified criterion we

assume one or another hypothesis. However, for small

selections an accurate knowledge of the ME within the

whole spectral range is complicated, usually, we know

the permissible range of ME deviation of the contour to

be found. So, we can use the hypothesis test versus a

complex alternative as follows. Having stated the values

of mathematical expectation of the difference of gradients

in spectral components, let us form hypotheses: H2 —
presence of the contour with the specified parameter;

H3 — there is no contour with the specified parameter,

the brightness discontinuity is too high; H4 — there is

no contour with the specified parameter, the brightness

discontinuity is too low.

Stage 1. In accordance with the selected procedure of the

hypotheses testing, we identify the hypotheses likelihood

functions and assess their unknown parameters.

For the accepted models the likelihood function as the

probability density of the measured parameter values with

its known true value is described by the multidimensional

normal law of distribution.

In case of zero hypothesis about the absence of the object

contours on HSI, its likelihood function depends on one

unknown informational parameter ml :

W l
n(m

l) =
1

2πσ 2
x
exp

(

−
(x l

i, j − ml)2 + (x l
p,q − ml)2

2(σ l
x )

2

)

,

(4)
where p, q — parameters of pixels of the vicinity, de-

termined in accordance with Table; n — the number of

analyzed pair of pixels with the coordinates i, j and p, q.
In order to find an optimum value of the unknown

parameter we use the method of maximum likelihood. For

this, let us take logarithm of the likelihood function (4) and

differentiate it:

ln
(

W l
n(m

l)
)

= ln

(

1

2πσ 2
x

)

−
(x l

i, j − ml)2 + (x l
p,q − ml)2

2(σ l
x )

2
,

(5)

∂ ln
(

W l
n(m

l)
)

∂ml
=

(x l
i, j − ml)2 + (x l

p,q − ml)2

(σ l
x )

2
. (6)

Having equalized the obtained value to zero, we obtain

the optimum value of mathematical expectation

m̂l =
x l

i, j + x l
p,q

2
. (7)
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Figure 1. The probability of correct detection of the object

contour at: 1 — P f 0 = 0.1, 2 — P f 0 = 10−2, 3 — P f 0 = 10−3,

4 — P f 0 = 10−4 .

The determinant statistics is as follows:

r l
ni, j

=

(

(x l
i, j − m̂l)2 + (x l

p,q − m̂l)2
)

(σ l
x )

2
. (8)

The paper [17] shows that such a determinant statistics

has the chi-square distribution with one degree of freedom.

Then the threshold will be calculated based on the specified

probability of false alarm P f 0 by reverse functions of

distribution

h0 = χ−2(1− P f 0; 1). (9)

The decision of the presence of object contours on HSI is

taken by comparing the determinant statistics (8) with the

threshold h0,

r l
ni, j

H1
>
H0

h0. (10)

In case of no excess of the threshold h0 the hypothesis H0

is adopted on the absence of the object contours in the

analyzed pixels within this spectrum, otherwise, we assume

the hypothesis H1 on the presence of the contour in pixels

of the n-the pair. In case if at least for one of the n
pairs for the i, j-th pixel in the l-th spectral component

the hypothesis H1, is adopted, then this pixel is assigned 1,

in other cases — 0:

r l
i, j =

{

1, ∀n, ∃r l
ni, j

≥ h0,

0, other cases.
(11)

The general decision on the presence of the contour in

the i, j-th pixel for all spectral components of HSI is taken

in case if ∀l, ∃r l
i, j = 1.

Fig. 1 shows probabilities of correct detection of the Pr

contour of object depending on the deviation

δ =
|ml

i, j − ml
p,q |

(σ l
x )

2
,

obtained as a result of statistical modelling with the selection

volume in each point of the analysis 10 000.

Stage 2. In case when the decision is made on the

presence of the contour in the i, j-th pixel, we will perform

its further analysis relative its distribution by the spectral

range.

We will use the brightness gradients g i, j , obtained by any

operators (Roberts, Sobel, Prewitt, Laplace, etc. [3]) as the

values to be analyzed. The vector of scalar values of HSI

brightness gradients subject to spectrum, where the image

is analyzed, has the following view:

G = Grad[X] = [g l
i, j, g2

i, j , . . . , gL
i, j ], (12)

where Grad[. . .] — gradient operator.

Since the image gradients are obtained by using the

difference equations with constant coefficients, the normal

brightness change law (3) turns to the normal gradients

change law:

W (g l
i, j) =

1√
2πσg

exp

(

−
(g l

i, j − ml
g i, j

)2

2(σ l
g)

2

)

, (13)

where

σg =
aσx

b
, ml

g i, j
= n−1

(

nml
i, j −

1
∑

p=0

1
∑

q=0

ml
i±p, j±q

)

,

a is determined by weight coefficients of gradient filters

(masks), b — number of the used paired elements of the

mask for the gradient calculation.

The brightness gradients difference probability density in

two spectral components will be [18]

W (ϕ1−2) =

(

1

2
√
πσg

)

exp

(

(ϕ1−2 − mϕ1−2)2

4(σ l
g)

2

)

, (14)

where ϕ1−2 = (g1
i, j−g2

i, j), mϕ1−2 = (m1
g i, j

−m2
g i, j

).
Then, the total difference probability density of all

possible pairs of gradients of each l-th component with

the gradients of the rest of r -th components (without

repetitions) is represented as

Wx(ϕ
l−(l+r)) =

(

1

2
√
πCLσ l

g

)

× exp

(

(L−1
∑

r=1

L−r
∑

l=1

ϕl−(l+r) − mϕl−(l+r)

)2

4CL(σ l
g)

2

)

, (15)

where

ϕl−(l+r) = (g l
i, j − g l+r

i, j ), mϕl−(l+r) = (ml
g i, j

− ml+r
g i, j

),

CL =
L!

(L − 2)!2!

— number of all possible paired combinations (without

repetitions) of the differences of gradients composed of L
spectral components, r = 1, . . . , L − 1.
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In case, when it does not matter during the analysis

of contour, in which certain pixel the ME is higher, it

is expedient to use the sum of difference modul of the

interspectral brightness gradients

1 =
L−1
∑

r=1

L−r
∑

l=1

|g l
i, j − g l+r

i, j |.

At that the component

1r =
1

L − r

L−r
∑

l=1

|g l
i, j − g l+r

i, j |

in fact is the structural function of spectral gradients,

and 1
CL

— its ME. In order to simplify the expression, by

introducing the new designation

21 =
L−1
∑

r=1

L−r
∑

l=1

ml
g i, j

− ml+r
g i, j

based on the approaches stated in [18,19], we obtain

W (1) =

(

1

2
√
πCLσ l

g

)k K
∑

k=0

Ck
K exp

(

− (1k + 21)
2

4CL(σ l
g)

2

)K−k

× exp

(

− (1k −21)
2

4CL(σ l
g)

2

)k

,

(16)
where Ck

K — binominal coefficient, k = 1, . . . , K — quan-

tity of measurements.

Such expression is considerably simplified, if the deviation

modulus of ME of the brightness gradients between spectral

components is enough information during the contour

analysis. In this case due to a low value of the exponent

exp

(

− (1k + 21)2

4CL(σ l
g)

2

)

it can be ignored, therefore

W (1) =

(

1

2
√
πCLσ l

g

)k

exp

(

−

∑

k
(1k −21)

2

4CL(σ l
g)

2

)

. (17)

In this case logarithms of the likelihood functions of a

complex alternative with exclusion of iterating multipliers

(

1

2
√
πCLσ l

g

)

are

W1(22) =

(

−

∑

k
(1k −22)

2

4CL(σ l
g)

2

)

, (18)

W1(23) =

(

−

∑

k
(1k −23)

2

4CL(σ l
g)

2

)

, (19)

W1(24) =

(

−

∑

k
(1k −24)

2

4CL(σ l
g)

2

)

, (20)

where the lower index — number of a hypothesis in

the complex hypothesis, 22,3,4 — values of mathematical

expectations specified a priori and corresponding to the

hypotheses described above.

The determinant statistics is as follows:

r = max
(

W1(22), W1(23), W1(24)
)

. (21)

Making a decision as to the presence or absence of the

object to be found on HSI is performed based on the

comparison of the determinant statistics (21) with the

likelihood functions (18)−(20),

r
H2= W1(22), r

H3= W1(23), r
H4= W1(24). (22)

Therefore, contour images of the objects to be found

in accordance with the first and the second stages are

determined by the expression

c i, j −



























0, if H0,

1, if H1 andH2,

2, if H1 andH3,

3, if H1 andH4.

(23)

Examples of images processing

Fig. 2 shows selective HSI obtained by acoustic and

optical hyperspectrometer [2] within a wide spectral range

(500−750 nm) with the interval of 50 nm. Fig. 3 shows

selective HSI obtained within a narrow spectral range

(745−770 nm) with the interval of 5 nm. The images

include two spectrally selective objects (object 1 — lower

cube, object 2 — upper cube) having spectral characteris-

tics, which are similar in terms of change, but different in

terms of intensity, as shown in Fig. 4, where curve 1 —
object 1, 2 — object 2, 3 — shadow, 4 — background.

In accordance with the first stage of the developed

method, Fig. 5 presents the results of detection of contours

by selections of images in Fig. 3, 4 by the optimum algorithm

according to the Neyman−Pearson criterion (4)−(11) at

different specified values of the false alarm probability

values.

It should be noted that in case of non-conformance of the

obtained distributions of pixels brightness with the normal

law the first stage efficiency is sharply decreased. In this

case increasing the efficiency is possible only by using

other algorithms at the first stage, including that based on

neural networks [5,6]. But, as shown by the results of

processing of real HSI, the developed algorithm allows to

obtain acceptable results for repeating the second processing

stage.

In accordance with the second stage we calculated

gradients of HSI components by means of the Prewitt

Optics and Spectroscopy, 2022, Vol. 130, No. 8
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a b c d e f

Figure 2. Selection of HSI components within wide spectral range: a — 500 nm, b — 550 nm, c — 600 nm, d — 650 nm, e — 700 nm,

f — 750 nm.

a b c d e f

Figure 3. Selection of HSI components within narrow spectral range: a — 745 nm, b — 750 nm, c — 755 nm, d — 760 nm, e — 765 nm,

f — 770 nm.
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Figure 4. Normalized spectral intensities of reflection: (a) of the full set (61 spectral components within the range 470−770 nm with the

interval 5 nm), (b) of six spectral components within a wide range 550−750 nm with the interval of 50 nm, (c) of six spectral components

within a narrow range 745−770 nm with the interval 5 nm.

a b c d e f

Figure 5. The result of detection of contours at the first stage: for the set of HSI (Fig. 2) at P f 0 = 10−4 — a, 10−3 — b, 10−2 — c, for

the set of HSI (Fig. 3) at P f 0 = 10−4 — d, 10−3 — e, 10−2 — f.
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Figure 6. The values of HSI gradients: (a) of the full set (61 spectral component within the range 470−770 nm with the interval 5 nm),
(b) of six spectral components within a wide range 550−750 nm with the interval of 50 nm, (c) of six spectral components within a

narrow range 745−770 nm with the interval 5 nm.
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Figure 7. Structural functions of spectral components: (a) of the full set (61 spectral component within the range 470−770 nm with the

interval 5 nm), (b) of six spectral components within a wide range 550−750 nm with the interval of 50 nm, (c) of six spectral components

within a narrow range 745−770 nm with the interval 5 nm.

a b c d

Figure 8. The result of spectral selection of HSI contours at P f 0 = 10−3, acceptance of hypotheses H1, H2, and different set of parameters

22,3,4 : a — 22 = 9, 23 = 1, 24 = 15 for HSI set of Fig. 2, b — 22 = 15, 23 = 10, 24 = 5 for the same HSI set, c — 22 = 9, 23 = 1,

24 = 15 for HSI set of Fig. 3, d — 22 = 15, 23 = 1, 24 = 15 for the same HSI set.
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operator masks [3]. Fig. 6 shows averaged values of

gradients of several points of contour, where curve 1 —
object 1 and background, 2 — object 1 and shadow,

3 — object 2 and background, 4 — object 2 and shadow.

Fig. 7 shows structural functions corresponding to them, by

changes of which the spectral selection of a specified object

will be done, according to expressions (18)−(23). As an

example, Fig. 8 shows options of spectral selection of the

contours of objects at different values of the parameters

22,3,4 both for images distributed over the spectrum, and

within a narrow spectral region.

Analysis of Figs. 6−8 have shown that the use of several

spectral images within certain ranges allows to more clearly

distinguish the regions of the gradient values and structural

functions corresponding to them. According to [20], selec-
tion of the most informative spectral components allows

to decrease the losses in confidence during recognition

by limited number of spectral channels. This is why

the selection of the most informative spectral components

can be made at the imaging planning stage based on

the information a priori about the observed objects and

background or during the imaging with the controlled

fragmental registration by spectrum, for example, based on

acoustic and optic filters [2,21].

Quick action of the developed algorithm of the MathCad

software tool, when processing the HSI with the size of

600×900 pixels by six most informative spectral compo-

nents on a PC with the Intel Celeron CPU G1610 2.6GHz

processor and RAM of 2GB was 40 s, out of which 36 s —
only the first stage. Reduction of the processing time at the

first stage is possible through optimizing the software code.

Conclusion

Therefore, the developed method in optimum setup

allows to perform the spectral selection of the specified

objects by their contours. It was found that several

most informative HSI components obtained within certain

spectral ranges are enough for the method?s efficient

operation.

The developed method is implemented in the software

and can be used in various hyperspectral systems, where

spectral selection of the specified objects is required, for

example, in medicinal hyperspectral modules for diagnostics

of abnormal formations, in the non-destructive testing or in

the operative environment monitoring systems.
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